The decomposition of Shannon’s entropy and a confidence interval for beta diversity

Eric Marcon, Bruno Hérault, Christopher Baraloto and Gabriel Lang


Beta diversity is among the most employed theoretical concepts in ecology and biodiversity conservation. Up to date, a self-contained definition of it, with no reference to alpha and gamma diversity, has never been proposed. Using Kullback-Leibler divergence, we present the explicit formula of Shannon’s entropy, a bias correction for its estimator and a confidence interval. We also provide the mathematical framework to decompose Shannon diversity into several hierarchical nested levels. From botanical inventories of tropical forest plots in French Guiana, we estimate Shannon diversity at the plot, forest and regional level. We believe this is a complete and usefulness toolbox for ecologists interested in partitioning biodiversity.

Alpha, beta and gamma diversities are among the most employed theoretical concepts in ecology and biodiversity conservation. For most ecologists, alpha diversity traditionally reflects the within-habitat diversity (MacArthur 1965), whereas beta diversity is the component of ‘total diversity’ that is produced by differences in species composition among the sampling units, i.e. ‘the extent of change of community composition’ (Whittaker 1960). The need to partition diversity within and among habitats has both theoretical (e.g. gradient analyses) and applied (e.g. defining protected areas) consequences such that these concepts are widely employed in both ecology (Crist et al. 2003) and conservation biology (Steinitz et al. 2005).

The partitioning of diversity began with ecological niche studies (Allan 1975), but recent interest has focused 1) in partitioning biodiversity measures into independent components (Jost 2007, Pélissier and Couteron 2007, Jost et al. 2009) and 2) in analyzing patterns of diversity sampled from hierarchically scaled studies (Lande 1996, Loreau 2000). This recent interest largely builds on Lande’s (1996) explanations for additive partitions of total diversity (gamma) into components within-samples (alpha) and among-samples (beta), following thus the original concepts of alpha, beta and gamma diversity (Whittaker 1972), even though Lande’s framework was correct only for Shannon diversity (Jost 2006, 2007). Up to now, diversity partitioning approaches have been used over a wide range of ecosystems, including tropical (Condit et al. 2002) as well as temperate landscapes (Qian et al. 2005). Although diversity partitioning has deep conceptual meanings for ecologists, its usefulness to date has been impeded by 1) the lack of theoretical basis for interpreting the results (Jurasiński et al. 2009) and 2) the lack of statistical methods for testing null hypotheses (Crist et al. 2003).

As a good starting point, it has been acknowledged that most usual measures of diversity are particular cases of generalized entropy measures (Tsallis 1988). In this framework, the species richness is an entropy-based diversity measure of order 0, the Shannon diversity (Shannon 1948, Shannon and Weaver 1963) of order 1 and the Simpson (1949) of order 2 (Jost 2007). Decreasing the order of the diversity estimates is conceptually equivalent to enhancing the weight of rare species in the final diversity estimates (Keylock 2005). The Shannon estimates (order 1) are ecologically meaningful because all species are strictly weighted by their frequency. Furthermore, Jost (2007) shows that Shannon’s estimate is the only common entropy measure that can be decomposed additively, so that the gamma entropy $H_g$ is the weighted sum of $\alpha$ entropy of partitions, $H_{\alpha}$ and a between-partition entropy $H_{\beta}$, even when community weights are unequal. Transforming Shannon entropies into Hill numbers makes possible the derivation of the so-called ‘true diversity’ indices (Jost 2006, Tuomisto 2010), i.e. the number of equally-abundant elements needed to produce a given value of Shannon entropy. In the remainder, we will write ‘entropy’ for classical measures, and ‘diversity’ for their Hill numbers, to keep a consistent terminology.

Finally, Shannon measures have several intuitively expected properties of a diversity measure (Jost 2007): 1) alpha and beta components are mathematically independent, meaning that a high value of alpha does not force the beta component to be high and vice versa, 2) gamma
is completely determined by alpha and beta, and 3) alpha is never greater than gamma. These properties of Shannon measures, 1) and 2) shared by all Rényi’s (1961) measures of entropy but not 3) when community weights are unequal, give them a privileged place as estimates of diversity. But, as far as we know, still lacking is an explicit mathematical formulation of $H_B$, whose value is always obtained by the difference $H_S - H_B$. Recently, Tuomisto (2010) provided an extremely detailed review of literature defining ‘beta diversity’ as a function of alpha and gamma diversity’ and, from this review, it emerges that a self-contained definition of $H_B$ with no reference to $H_S$ and $H_G$ has never been proposed.

The aim of this paper is to give the explicit mathematical formulation of a dataset measure of biodiversity ($\gamma$) into within- (6) and between- (\beta) partition diversities following Whittaker’s concepts (1972).

The paper is organized as follows. First, we derive the decomposition of Shannon’s entropy $H$ using Kullback-Leibler divergence, yielding the analytic formulation of $H_B$. Then, we show how to compute its confidence interval and we derive its bias correction. We use simulated datasets to show properties of $H_B$ when data are samples from the same community. We use a real dataset to show how Shannon’s diversity can be decomposed and how biases can be corrected, including hierarchical nested levels of decomposition: after splitting gamma diversity into alpha and beta components, alpha diversity of each community can itself be further considered as a gamma diversity for sub-communities and decomposed.

Methods

Derivation of the decomposition

Kullback-Leibler divergence

A Kullback-Leibler (1951) divergence, now synonymous of ‘relative entropy’ although Kullback and Leibler did not mention entropy, measures how different two distributions of probabilities are. Given a model distribution $p$, actual frequencies $q$ of a finite number of observations $i$, the Kullback-Leibler divergence $T$ between $p$ and $q$ is:

$$T = \sum_i q_i \ln \frac{q_i}{p_i}$$  \hspace{1cm} (1)

Economists know this measure $T$ as Theil's (1967) dissimilarity index. Note that $T$ is a measure of divergence s.s., neither a dissimilarity nor a distance measure, because $p$ and $q$ do not play a symmetric role. We also note that, theoretically, the observed values in a given system are only estimates of the actual frequencies $q$. Unlike Mori et al. (2005), we interchange for simplicity $q$ and $\hat{q}$, without consequences for our purpose here.

Consider an ecological community partitioned into plots. The number of individuals of each species $s$ in each plot $i$ is denoted $n_{si}$. The number of individuals in plot $i$ is $n_i = \sum_s n_{si}$, the number of individuals of species $s$ is $n_s = \sum_i n_{si}$. The total number of individuals is $n_{++}$. The corresponding actual frequencies are $q_{si} = n_{si}/n_{++}$, with $\sum_s q_{si} = 1$. The expected distribution will be $p_{si} = n_{++}/n_{si}$ where $S$ is the number of species. In other words, we expect that all species have the same frequency, and the number of individuals is proportional to the size of the plot.

Grouping rule

In this section, we derive a general Eq. 5 for grouping plots or species. Similar approaches are common in the economic literature (Bickenbach and Bode 2008), so we will follow its terminology.

Data are organized in a table where lines are species, indexed by $s$ and columns are plots indexed by $i$. Consider any group of cells $G$: the contribution of the group to the total relative entropy is the sum of each cell’s relative entropy. We denote it $T_G^G$:

$$T_G^G = \sum_{g \in G} q_g \ln \frac{q_g}{p_g}$$  \hspace{1cm} (2)

After grouping, a single cell remains. Its relative entropy is the between-group relative entropy, we denote it $T_G^G$:

$$T_G^G = q_g \ln \frac{q_g}{p_g} = \left( \sum_{g \in G} q_g \right) \ln \frac{\sum_{g \in G} q_g}{\sum_{g \in G} p_g}$$  \hspace{1cm} (3)

Proof: the probability for an individual to belong to the group is the sum of the probabilities that it belongs to any cell of the group.

The within-group relative entropy is:

$$T_G^\alpha = \sum_{g \in G} q_g \ln \frac{q_g}{p_g}$$  \hspace{1cm} (4)

Proof: within the group, the sum of probabilities is 1. Within-group probabilities are therefore normalized.

Finally, the total relative entropy of the group equals its between-group plus its within-group relative entropy:

$$T_G = T_G^G + \left( \sum_{g \in G} q_g \right) T_G^\alpha$$  \hspace{1cm} (5)

At this step, alpha, beta and gamma are purely conventional notations. They will be justified later.

Application to Shannon’s index

We apply the previous result to Shannon’s index of diversity. The expected probability for species $s$ in plot $i$ is $1/S$ (all species are expected to have the same frequency) multiplied by $n_{si}/n_i$, the weight of plot $i$. The observed frequency is $q_{si} = n_{si}/n_{++}$. We group all the cells of species $s$. The relative entropy of the dataset for species $s$ is:

$$T_G^s = \sum_{g \in G} q_g \ln \frac{q_g}{p_g}$$  \hspace{1cm} (6)

The corresponding actual frequency is $q_g = n_{si}/n_{++}$. We can then compute its expected frequency $p_g = n_{++}/n_{si}$ and its relative entropy $T_G^\alpha$. See (4) for a detailed derivation.
$$T_s^a = \sum_i q_u \ln q_u = \sum_i n_u \left( \ln \frac{n_u}{n_{i+}} + \ln S \right)$$

The gamma relative entropy of species s is:

$$T_i^s = q_u \ln \frac{q_u}{p_u} = \frac{n_i}{n_{i+}} \left( \ln \frac{n_i}{n_{i+}} + \ln S \right)$$

The between-plot relative entropy of species s is:

$$\left( \sum_i q_u \right) T_i^\beta = \left( \sum_i q_u \right) \sum_i \frac{q_u}{p_u} \ln \frac{p_u}{q_u} = \frac{n_i}{n_{i+}} \sum_i n_u \ln \frac{n_u}{n_{i+}} = \sum_i \frac{n_u}{n_{i+}} \ln \frac{n_u}{n_{i+}}$$

We know Eq. 5 that $T_s^a = T_i^s + (\sum q_u) T_i^\beta$. This equality will be summed over all species to introduce diversity measures:

$$T_a = \sum_x T_x^a = \ln S + \sum_i \frac{n_i}{n_{i+}} \sum_i \frac{n_u}{n_{i+}} \ln \frac{n_i}{n_{i+}}$$

$$= \ln S - \sum_i \frac{n_i}{n_{i+}} H_i^a = \ln S - H_a$$

$H_a^a$ is the alpha diversity of plot i. It is computed according to local frequencies $n_u/n_{i+}$. $H_a$ is the weighted sum of $H_i^a$. $T_a$ is the Kullback-Leibler divergence between $p$ and $q$ for all plots and all species.

The gamma relative entropy sums to give the Kullback-Leibler divergence for the dataset:

$$T_i = \sum T_i^s = \ln S + \sum_i \frac{n_i}{n_{i+}} \ln \frac{n_i}{n_{i+}} = \ln S - H_i$$

Finally, we sum between-plot relative entropy:

$$T_i^\beta = \left( \sum q_u \right) T_i^\beta = \sum_i \frac{n_i}{n_{i+}} \ln \frac{n_i}{n_{i+}}$$

$$= \sum_i \frac{n_i}{n_{i+}} \sum_i \frac{n_u}{n_{i+}} \ln \frac{n_u}{n_{i+}}$$

Combining Eq. 9, 10 and 11 and assuming $H_i = H_a + H_i^\beta$, we identify diversity:

$$H_i = \sum_i \frac{n_i}{n_{i+}} H_i^\beta = \sum_i \frac{n_i}{n_{i+}} \sum_i \frac{n_u}{n_{i+}} \ln \frac{n_u}{n_{i+}}$$

$H_i^\beta$ is the weighted sum of contributions of plots i, $H_i^\beta$. These contributions are Kullback-Leibler divergences. The expected probabilities are $p_u = n_u/n_{i+}$. The probability to find an individual of species s in plot i is proportional to the frequency of the species in the dataset. All plots are expected to be identical. Observed frequencies are $q_u = n_u/n_{i+}$; actual frequencies differ from plot to plot. In agreement with intuition, diversity is the divergence between identical plots and real plots.

Hill (1973) numbers are the numbers of equiprobable species yielding the same measure of diversity as the actual data, also called the effective number of species. They allow one to transform non-intuitive values of Shannon diversity into easy-to-understand numbers. The Hill number for $\beta$ diversity is the number of equally-weighted, completely distinct plots giving the same value of $H_i^\beta$, that is to say the effective number of plots.

### Confidence intervals

We want to have a confidence interval of $H_i^\beta$; plot data are samples of wider communities so observed values of $H_i^\beta$ may vary due to sampling stochasticity. The confidence interval is computed by Monte-Carlo simulations assuming the species distribution of plots and resampling them. First, we draw each value of $n_u$ in a binomial law $\mathcal{B}(n_{i+}, n_u/n_{i+})$ and we calculate $H_i$. We then repeat the simulation a large number of times, (e.g. 10 000) and eliminate extreme values according to the chosen risk level $\alpha$. For $\alpha = 5\%$, the confidence interval of the null hypothesis is between the 251st and the 9750th simulated values of $H_i^\beta$.

### Sampling bias

Sampling bias occurs because the community under study contains an unknown number of species denoted S. Only S species have been observed in plots: some rare species have not been sampled, introducing a downward bias of $H_i$. Sampling bias occurs because the community under study contains an unknown number of species denoted S. Only S species have been observed in plots: some rare species have not been sampled, introducing a downward bias of $H_i$. Shannon’s alpha or gamma entropy can be estimated easily without bias by simply taking into account singletons and the sample size.

$H_a$ contains an unknown number of species denoted $S$. Only $S_i$ species have been observed in plots; some rare species remain intractable. Chao and Shen (2003) built an unbiased estimator for $H_a$ in plot i:

$$\tilde{H}_i^a = \sum_i \frac{C_i n_u}{n_{i+}} \ln \frac{C_i n_u}{n_{i+}}$$

$C_i$ is the estimator of the sample coverage (Good 1953), that is to say the proportion of observed species in terms of probabilities in plot i. We denote C the sample coverage for the whole dataset. A C equal to 90% means that unobserved species represent 10% of individuals of the community. The sample coverage is estimated by $1 - S_i/n$ where $S_i$ is the number of species observed only once (we will call them singletons) in the sample. Shannon’s alpha or gamma entropy can be estimated easily without bias by simply taking into account singletons and the sample size.

We follow Chao et Shen to derive an unbiased estimator for $H_i^\beta$. The denominator was introduced by Horvitz and
Thompson (1952) to correct for unobserved species: it is equal to the probability to not sample each species s. Probability estimators are observed frequencies multiplied by the sample coverage so that they sum to 1 including unobserved species. These corrections are applied to $H_B^b$. The Horvitz-Thompson correction is the same as for $H_B^b$. Frequencies in each plot are multiplied by the plot’s coverage, while those of the whole dataset are multiplied by the whole dataset’s coverage. We get:

$$H_B^b = \sum \frac{C_1 \frac{n_i}{n_{i+}} \ln \frac{C_1 \frac{n_i}{n_{i+}}}{C_1 \frac{n_i}{n_{i+}}}}{1 - \left(1 - C_1 \frac{n_i}{n_{i+}}\right)^n}$$  \hspace{1cm} (14)

In turn, when resampling plots (by drawing binomial laws as we do, or by bootstrapping), some rare species among the S observed are eliminated. Alpha and gamma diversities of simulated plots are thus systematically lower than those of the original ones. Alpha diversity is more biased than gamma diversity due to sample sizes. Beta diversity is thus overestimated. This can be corrected by applying Chao and Shen’s bias correction, but remains incomplete because the unobserved number of species samples are drawn from $S$, not $S\hat{}$. Finally, the unbiased simulated values are distributed around the biased actual ones. We will call them semi-unbiased values. No technique is available for a nested bias correction that would correct for the unobserved species among $S\hat{}$.

A complete correction of the bias of simulations can be done numerically, for $H_B^b$ as well as $H_a$ and $H_r$. For a given plot, the bias is constant as it only depends on the unobserved number of species and the sample size. As a result, the simulated variance of $H$ is not affected: the biased simulations can be simply re-centered around the actual value of $H$.

Examples

We first used a simulated dataset to illustrate that the minimum value of $H_B^b$ depends on both the number of species in the community and the sampling effort. We simulated two frequency distributions of respectively 20 and 40 species in plots. Simulated frequencies follow a uniform law. Then we drew a pair of plots 10 000 times from these communities, with an expectancy of 500 individuals or 5000 individuals. We computed $H_B^b$ for each pair of plots to construct a frequency histogram of $H_B^b$, smoothed as a density function. No bias correction is needed here. $H_B^b$ is not zero due to stochasticity although plots are samples of the same community.

We also provide a real example to show how deal with actual data. We measured Shannon diversity for tree communities in four 1-ha plots of tropical rain forest at the Nouragues and Paracou field stations in French Guiana. Both sites are seasonal lowland forests receiving about 3 m of annual precipitation, with tree composition dominated by Fabaceae, Chrysobalanaceae, Lecythidaceae, Sapotaceae and Burseraceae (Bongers et al. 2001, Gourlet-Fleury et al. 2005). The two plots within each site were chosen to represent the most common contrasting environments found for hilltop terra firme forest at each site. At Paracou, the two example plots occur on migmatic associated with the Bonidoro geological formation, with one plot exhibiting blocked vertical drainage (P06) and the other with strong vertical drainage and incipient podzolization (P18). At Nouragues, the two example plots occur on weathered granite with sandy soils (NH20) and metavolcanic rock of the Paramaca formation with clay-rich laterite soils. In all four plots all trees were sampled in 2008 by professional climbers to obtain herbarium vouchers, each of which was identified to distinct morphospecies at the Cayenne regional herbarium (Baraloto et al. 2010). We assume for simplicity here that an acceptable sample of each forest site is obtained when its two plots are united.

Results

The simulations exemplified how $H_B^b$ values depend on the number of individuals sampled. $H_B^b$ does not change if all numbers of individuals are multiplied by 10, while maintaining actual frequencies the same. But frequencies vary randomly and, as a divergence, $H_B^b$ accumulates these fluctuations. Its expected value is not 0 even when plots are from the same community. When more individuals are drawn, species frequencies converge to their probability due to the law of large numbers, so $H_B^b$ converges to 0. In a 20-species community, an observed value $H_B^b = 0.005$ shows a significant difference between plots if it is obtained from two 5000-tree plots (Fig. 1, solid curve on the left). If the plots...
Table 1. An example of hierarchical decomposition of Shannon entropy (H) for tropical tree communities. Trees with diameter at breast height > 10 cm were inventoried in four 1-ha tropical rain forest plots in French Guiana. The first two plots (NH20, NL11) are from the Nouragues forest station, the last two from the Paracou (P006, P018) forest station. Within forests, the weighted sum of alpha (Hα, plots) and beta entropies (Hβ, forests) equals the within forest gamma entropy (Hγ, plots). This within forest gamma entropy can be considered as the alpha entropy at the between-forest level. In this way, adding Hβ, forests to the beta entropy between forests (Hγ, forests) gives the total entropy. Hill numbers are the numbers of equiprobable species or completely different plots or forests yielding the same measure of diversity as the actual data. Beta diversities are given with their 95% confidence interval between square brackets. All values are bias corrected.

<table>
<thead>
<tr>
<th></th>
<th>NH20</th>
<th>NL11</th>
<th>P006</th>
<th>P018</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of trees</td>
<td>558</td>
<td>515</td>
<td>643</td>
<td>481</td>
</tr>
<tr>
<td>No. of observed species S</td>
<td>203</td>
<td>182</td>
<td>147</td>
<td>149</td>
</tr>
<tr>
<td>Total no. of species S estimated by Jacknife1</td>
<td>321</td>
<td>279</td>
<td>215</td>
<td>223</td>
</tr>
<tr>
<td>Hill no. plots (true beta diversity)</td>
<td>5.01</td>
<td>4.92</td>
<td>4.40</td>
<td>4.67</td>
</tr>
<tr>
<td>Hill no. (true forest diversity) with 95% CI</td>
<td>0.33 [0.30;0.36]</td>
<td>0.36 [0.33;0.39]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hill no. plots (true beta diversity)</td>
<td>1.39 [1.35;1.43]</td>
<td>1.44 [1.39;1.48]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hill no. forests (true beta diversity)</td>
<td>5.31</td>
<td>4.90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hill no. forests (true forest diversity)</td>
<td>201</td>
<td>134</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hill no. (true forest diversity) with 95% CI</td>
<td>0.33 [0.31;0.35]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hill no. plots (true beta diversity)</td>
<td>1.39 [1.36;1.41]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hill no. total (true gamma diversity)</td>
<td>5.44</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hill no. total (true gamma diversity)</td>
<td>230</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

contain only 500 trees (Fig. 1, solid curve on the right), the same value is no longer significant. Hβ also tends to be higher when the number of species increases for the same sample size: less individuals per species mean more stochasticity because relative entropy is calculated per species (Eq. 8) and summed.

The second example illustrates how Shannon diversity can be hierarchically partitioned (Table 1) and how to deal with biases. We first followed Beck and Schwanghart (2010) to validate the possibility to correctly estimate diversity. The total number of species S was estimated according to Brose et al.’s (2003) framework to evaluate sample completeness, that is to say the proportion in numbers of observed species (S/S), which is lower than sample coverage, the proportion in probabilities. Jacknife1 appeared to be the appropriate estimator, and completeness was around 2/3 in all plots. This is enough to validate bias correction of Shannon indices according to Beck and Schwanghart’s empirical findings.

The first result is that plots at the Nouragues site are more diverse than those at Paracou. Hill numbers offer a intuitive representation of the level of diversity. For example, the Nouragues NH20 plot is as diverse as one of the same size with 151 equally frequent species, almost twice the value obtained at Paracou P006. Next, plots can be grouped into forests, i.e. Nouragues and Paracou. The value of Hforest, that is to say the γ diversity of the forest, is the sum of the weighted Hplots of plots plus the Hβ between plots. In turn, Hforest can be treated as an α diversity and one can reiterate the same procedure. Successive values of H are given in Table 1.

The confidence interval of Hβ is shown. For example, concerning the Nouragues plots, Hβ is estimated at 0.33, corresponding to a Hill number equal to 1.39 plots (95% confidence interval between 1.35 and 1.43). Note that theoretical Hill values for this example of two plots are between 1 (perfect equality of distribution, Hβ = 0) and 2 (equal number of trees with no species in common, Hβ = ln2 = 0.7). We can see that diversity within forests is roughly the same as that between forests (all values of Hill Numbers are around 1.4) and all values are highly significant (the probability to have Hβ = 0 is so low that this can be considered as impossible).

We could have chosen to group the four sampled plots directly. In this case, Hβ between all plots would be 0.67. The corresponding Hill number would be 1.95 (confidence interval between 1.89 and 2.01) meaning that the four plots are almost equivalent to two completely different ones.

Discussion

Previous works

In this paper, we propose a self-contained definition of Hβ, with no reference to Hα and Hγ. The form of Hβ we provide has already been derived by Ricotta and Avena (2003), but they did not relate it with Hα and Hγ. Also, Ludovisi and Taticchi (2006) decomposed a Kullback-Leibler divergence with a different approach, in order to develop new measures of β diversity.

Interpretation and properties of Hβ

Kullback-Leibler divergences provide the necessary framework to decompose Shannon diversity. Shannon’s α diversity is the difference between the logarithm of the number of species and Theil’s relative entropy, that is to say the Kullback-Leibler divergence between a distribution where all species have the same frequency and actual data. Shannon’s γ diversity has the same definition after grouping plots. Shannon’s β diversity is the Kullback-Leibler divergence between actual plots and identical ones.

In the proposed diversity partitioning framework, Hβ is very different from Hα and Hγ because it is a measure of divergence, not of diversity itself. More similar species relative abundances result in higher Hα and Hγ, but Hβ increases when plots are less similar. This is in agreement with the original definition of diversity expressed by Whittaker (1960). Converting Shannon’s entropy to Hill numbers allows a unified definition of diversity as a number of effective objects
(species or plots), or ‘true diversity’ measures (thoroughly discussed by Tuomisto 2010, p. 8).

The maximum theoretical value of $H_g$ is $\ln S$ when all plots have an $\alpha$ diversity equal to zero (i.e. they contain a single species that is different among plots); and $\gamma$ diversity also has its maximum value, equal to $\ln S$. This is possible only if the number of samples equals the number of species and the number of individuals in every sample is the same. A more realistic situation is $H_g$ equal to the logarithm of the number of samples. In this case, samples contain the same number of individuals (equal weight) but have no species in common. This is a special case of the maximum value derived by Jost (2007, Eq. 21), equal to the Shannon entropy of the weights of plots when they have no species in common. This is why observed $\beta$ diversity makes sense only when compared to the weighted number of plots (Jost 2007 proposed to normalize it to the unit interval): $\beta$ diversity between Nouragues and Paracou in our example is 1.39 for two samples, interpretable as a marked difference between communities. If it were 1.39 for 10 samples, it would mean that they are almost similar.

The minimum value is 0 when all plots are completely identical in species relative abundances. This never happens if they are random samples of the same community (Fig. 1). So the confidence interval cannot be used as a test for community equality because it never contains 0. We do not provide such a test, following Jones and Matloff (1986) for example, because increasing sample size always allows to make it significant as, unlike models of our theoretical examples, real communities are never exactly identical.

The estimator $H_{gb}$ may be negative if bias correction is erroneous. The simplest example is given by two or more exactly identical plots with singletons. Biased $H_{gb}$ is 0 so $H_{gb} < 0$. Bias correction assumes that data are random samples so that singletons allow estimating unobserved species, but this artificial example violates these assumptions.

### A user’s guide

In summary, we propose a complete procedure to analyze data. The R (R Development Core Team 2010) code we wrote and used can be found as a supplementary material for use in further studies to compute unbiased values of $H$ and confidence intervals.

The first step consists in evaluating the completeness of each plot in the sense of Beck and Schwanghart (2010) following Brose et al.’s (2003, Fig. 6) framework. Note that the term ‘coverage’ was replaced by ‘completeness’ by Beck and Schwanghart (2010) to avoid confusion with coverage defined by Good (1953). If completeness is above 50%, bias correction is very efficient such that Shannon’s diversity can be estimated as follows:

- $\bar{H}_a$ are computed according to Eq. (13) in each plot i. $\bar{H}_a$ is the weighted sum of plot diversities:
  $$\bar{H}_a = \sum n_{ai}/n_i \cdot \bar{H}_a^i.$$
- Unbiased $\bar{H}_a$ is obtained the same way, from Eq. (14).
- The confidence interval of $\bar{H}_a$ is computed by simulating plots, calculating their semi-unbiased beta diversity and re-centering the distribution around $\bar{H}_a$.
- $\bar{H}_b$ is calculated according to Eq. (13) after grouping data.
- Finally, all entropy values should be transformed into true diversities (their exponential) to allow interpretation.

### Conclusion

In this paper, we provided the explicit formula of Shannon’s $\beta$ diversity and the mathematical framework to justify it. We showed that Shannon’s $\beta$ diversity is the Kullback-Leibler divergence between actual plots and the average plot. We also explained how to calculate the interval confidence of $H_g$. As real data are almost always incomplete (i.e. some rare species have not been sampled), we provided bias correction for the estimator of $H_g$. Finally, we showed how to decompose Shannon diversity into several nested levels. All results are interpretable intuitively after transformation into Hill Numbers.

This diversity partitioning is flexible enough to analyze any a priori determinant of species diversity. We believe that the use of explicit diversity partitioning will help both ecologists to understand the factors shaping the spatial and temporal distribution of biodiversity and nature practitioners to design effective strategies for protecting biodiversity (Veech et al. 2002).
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